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New Computational Era!

In 2017, 68% of U.S. population uses a IoT connected objects
smartphone. are expected to reach 18
billion by 2022
- New channels adopted by the Customer remeaTA
000,000,000 Global Internet Device Sales ﬁ E D There will be

M = 1 o connected
) : objects
| | ‘ w @ J
! J for every man,
[ & \ woman, and child

on the PLANET.
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Smart Devices Usages

How People Use Smartphones

] 25 50 75 100

Check and send email (82%)

Read news articles (56%)

Look up directions (69%)

Listen to music/radio (45%)

Watch online videos (41%)

Play online games (39%)

Manage finances and bills (34%)

Look up sports information (38%)
Use a social networking website (63%)

.. 79% Of people of age 18-44 have their
112 EXABYTES smartphones with them 22 hours a day

PER MONTH

Source: The Mobile Movement Study

1 EXABYTE = IBN GIGABYTES

Exabytes per Month 23% CAGR 2013-2018

120 B Mobile Data (4%, 15%)
B Fixed/Wired (41%, 24%) . .
= oo eo - High volume of wireless traffic
74% of smartphones data
. . goes through Wi-Fi

Source: Cisco VNI, 2014 Pa e 5
The percentages in parentheses next 1o the legend refer 10 trafic share in 2013 and 2018, respectively. g



New Era - Research Objectives

[ Objectives }
v v
[ Wireless Networking ] [ Mobile Computing ]
v v v . v
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v v i

| FlexStream | | Privacy [ extreme J [ MagnoPark ]
Guard DataHub
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[ UniCoor ] [ inLaneCom ]

[ Harmonic ][ SpyLoc ]

[ ZoomPark ]
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SMILE
SMart and Intelligent wireLess Edge
Framework for Next Generation Networks
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40,000 app were added to
Apple App store a month.

\_ J

Smart devices runs numerous and wide variety of applications

Virtual/Augmented Reality _ _
Low latency/High Bandwidth

’e‘ new emerging applications

Best-effort Quality of Service (QoS) is no longer a satisfactory solution
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Wireless Network is Complex

La

Gl
[ L0 é
¥ | \
NS ‘ -
l.)oor utlllzatloq o.f Network b.ehavmr of S ——
wireless connectivity smartphone is not smart
enough

Lack of control and visibility over wireless traffic
from/to end-devices
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Smarter Wireless Network Edge

Hotspot Home

= Cellular
A )) l i | I Network Network
W b
=M

Provide optimal performance and high quality of experience to a variety
of users and applications
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SDN all the way to End-devices

Wireless Network Edge

Bringing last-hop under control of SDN framework
Provide an extensible and programmable abstraction of the wireless network edges as part of the current
SDN-based solutions.

SDN-like paradigm at end-devices
- Provide programmable control and monitoring capabilities over the network stack of end-device.
- Efficient interaction with the SDN-based wireless network infrastructure/Cloud.

- Provide new services and tools that can enhance the user's experience.
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SDN for Wireless Network?

Recently, several approaches to adopt SDN for wireless access
infrastructure

Cellular Infrastructure — OpenRadio, SoftCell
Wi-Fi Infrastructure - Odin, OpenSDWN, SWAN

However:

Targeted to solve network management problem from infrastructure point
of view

Incoherent design between wireless and wire part of the network.
No plan to bring the last-hop under the control of SDN framework

No intension of providing flexibility and programmability to the end-
devices.
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SMILE — Objectives

Ensure QoE of end-users for both managed and un-managed wireless network
environments
Less dependency on network infrastructure

Fine-grained control and reliable monitoring capability
Device context-aware network management

Coherent and simple control of both end-devices and network devices
Extending the OVS and OpenFlow protocol to support wireless Interface

Provide programmable abstraction of wireless network edge
APIs to provide flexibility and programmability of wireless network edge
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Outline
« SMILE - SMart and Intelligent wireLess Edge

o« Framework

. Data Plane — Flow Manager

o Control Plane — Multi-Interface, TrafficVision

e SMILE — Services

* FlexStream - Toward making wireless network edges Traffic-aware

* PrivacyGuard - An application-aware programmable network security
solution for mobile devices
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Outline

« SMILE - SMart and Intelligent wireLess Edge

o« Framework

« Data Plane — Flow Manager
o Control Plane — Multi-Interface, TrafficVision
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Resource management
(cloud or wireless network

infrastructure)
|
‘VV
SDN controlle
. LC
Applying network _A_’l( -
policies using SDN | csece
components on an end || Eon rorwarding
deViCC. element (ovs)
[ oo )
\_____./

=)

SDN Planes and Layers

=
Northbound Interfacei I I

Application Layer

Network Services I

OpenFlow
protocol

Southbound Interface

A~

_

Data Layer
ve =

Network Devices
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SMILE - Framework

SMILE-Access Services

) Existing Modules (7 SMILE Control Plan

() SMILE Data Plane { SMILE NB API
C_) SMILE Services <> SMILE SB API [ . "°;:’;; ent J [ Network Diagnostic J
) SMILE Control Modules

SMHJ-:-CI:ent Servu:es
—
) C JC J

) C J

Network Fine-Grained Application/Flow Fine-Grained Context-
Virtualization

Aware Networking

. P .

SMILE-Access Controller (Global)

Aware Video Adaptation

—
1

1

1

1

1

1

1

1 Wireless Accounting & Secunty & Mobility

1 Management Billing Management
1

1

1

1

1

1

1

Extended
OpenFlow
Protocol

Extended
Linux TC

OpenWireless

Switch

SMILE - Client SMILE - Access
(End-Device) (access point, enterprise switch/controller, cloud) 18



SMILE — Data Plane - Flow Manager

FlowManger: Apply per-flow policies and and collect per-flow
statistics

/[ SMILE Chent Services ] \
—
( J
C )

!

SMILE Chent Conu ollel ( Local) I:Z
D

TCP/IP

SMILE-Aware 2
APP]-“'ZUOI‘IS Applications €«
Use,l Space
Kel'llel

Flow Manager

Extended

OpenFlow
Protocol

Extended
Linux TC

SMILE - Client
(End-Device)

J&

1. Leverage and extend the OVS to collect per-flow
statistics, such as packet sizes, inter-arrival packet
time, burst duration, throughput, and inter-burst time
etc.

2. Leverage and extend the OVS to apply per-flow
policies, such as traffic shaping, QoS marking, access
control, TCP window changing etc.

3. Leverage XFRM framework to apply per-flow
IPsec policy.

4. Collect per-client or per-flow wireless statistics
such as RSSI, data rate, TX mode and drop count.
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SMILE — Control Plane — Multi-Interface

Multi-interface networking to support the multiple wireless
network interfaces (Wi-Fi, LTE, 3G etc.) of smart devices

| Application |

\ 1 Network ] Fine-Grained Application/Flow ( Fine-Grained Context- ) : ‘ 3
: Virtualization Aware Networking ‘ Aware Video Adaptation 1
:-4~ H 1 user-space
1 L — Y- - - - = Yy - - - - - - - =
H y : kernel
— ' , : - S e | TCP /IP |
: 4 SMILE-Access Controller (Global) : Internal *
1 s Interface/port
P Coordination 1
— el === ,, E=
i
1 | | Fine-Grained Application/ licies & Profiles i -
: Flow Identification Management ] Physica]/
' H Virtual port
g - I ] 1 -
1 = L

* Layer 3 solution to make the integration of multiple el Virtaa]
. ysica irtua
interfaces transparent and seamless to upper layers interfaces I

\linterfacel |interface| |interface|

» Leverages the OVS to create a bridge, where we add one internal interface/port (vp), and a
separate output port corresponding for each physical or virtual wireless interface
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SMILE — Control Plane — TrafficVision

TrafficVision*: On-fly, light-weight and fine-grained “traffic-
awareness’” system

Network Fine-Grained Application/Flow ( Fine-Grained Context- ]
Virtualization Aware Networking Aware Video Adaptation

* Light weight and flexible application
and flow type awareness framework for

wireless network edges.

SMILE-Access Controller (Global)

[ o] » Extract new flow statistics such as packet
licies & Prom ]\ - Tnterfac j sizes, directions, sequences, and
timestamps
* Provide scalable, efficient and real-time
Enable on-fly fine-grained visibility and control solutions for classifying the network
over the network traffic generated by different traffic flows based on Machine-Learning
applications and corresponding various flow-types (ML) techniques.

* Mostafa Uddin, Tamer Nadeem, " Traffic Vision: A case for Pushing Software Defined Networks to Wireless Edges", The 13th
IEEE International Conference on Mobile Ad hoc and Sensor Systems (IEEE MASS 2016), Brasilia, Brazil, October 10-13, 2016 Page 21



Application Layer

[
[
Control Applications
(e.g. Traffic Management)

lAPI lAPI lAPI
Control Layer SDN Controller (e.g. Floodlight) ° Aggregate ﬂOW St&tlSthS lnfOI‘n’lathIl.

— o Extract features from the collected flow

Network Service

popular applications and flow-types.
« Send command to SDN controller according to
control applications

(e.g. TV Engine) St&tlSthS
) « ML-classifiers to identify app and it's flow-type.
Southbound API o Collect ground-truth Data

(e.g. OpenFlow)

Data Layer

[ <. . . .
AP, Network e — « Addition flow statistics of packet sizes, and
SI?IZ[II'%CBGViC (e.g. Extended OpenFlow switch) aI‘I'lval tlm e StamD S.
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TrafficVision - Classification Accuracy

53
K
L 22 8
2 853 EEE 2
o - _.é t;
2ees8ccEe88225%
Audio Stream (AS)

Audio Video Stream (AVS)

Real-time Voice Chat (RVo)

Real-time Video Chat (RVi)

File Sharing Cloud (FSO)

File Sharing Messenger (FSM)

Screen Sharing (SS)

Background (B)

Kl’wo Datasets
School: - Eight Volunteer

- 36 Most popular applications
(Google Play)
- Over 100K flow samples
HP Labs: - 20 different applications

- 1200 flow with net duration

\_ over 10,000 min

We achieve 90% accuracy for most applications,
with overall accuracy of 95.5%

=
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SMILE — Services

Power

S

Management

T

o

Network Diagnostic J . o o

Wireless
Management

~
[ Accounting &

Billing Privacy

J(

Security &

~
Mobility
Management
-

Network
Virtualization

- -
Fine-Grained Application/Flow J ’

Aware Networking

Fine-Grained Context-

Aware Video Adaptation

- g

SMILE-Access Services

WLAN virtualization enable effective sharing of wireless resources by a diverse
set of users with diverse requirement

FlexStream - Edge-Based SDN Architecture for Programmable and Flexible
Adaptive Video Streaming

PrivacyGuard: An Application-aware Programmable Network Security Framework
for Mobile Devices

extremeDataHub: Fine-Grained Privacy-Aware Personal Hub
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ElexStream: Towards Flexible/Adaptive Video Streaming
on End Devicesusing Extreme SDN*

* Ibrahim Ben Mustafa, Tamer Nadeem, Emir Halepovic, "FlexStream: Towards Flexible Adaptive Video Streaming on End
Devices using Extreme SDN", ACM MULTIMEDIA 2018, Seoul, Korea, 22 - 26 October, 2018
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Mobile Video Traffic

* Mobile Video Traffic is dramatically
increasing, by 2020 it poses 75% of the total
mobile traffic*.

 HTTP Adaptive streaming protocol was
adapted to improve user’s QoE.

* Provide good level of QoE becomes
challenging.

* Cisco Visual Networking Index - 2017

Exabytes/Month

35
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20
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5

o]

2015

= Video m Web/Data/VolP
 Audio m File Sharing

2016

2017 2018 2019 2020

Live broadcasting
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HTTP Adaptive Streaming (HAS)

Bandwidth

HTTP Server Network Heterogeneous Devices
with video content in different qualities with variable ing the rish lity F th playback
(og Apache IS or TP CON Sl e requesting the right quality for smooth playbac

and quick start, no special server logic needed

Images retrieved from: https://bitmovin.com/

Page 27



Performance Issues with HAS

When HAS players compete over the bottleneck:

— Instability in the quality

— Playback stalls

— Unfairness

— Long startup delay
Root cause: ON/OFF traffic pattern® | e ste S sedysae L

Mbps

—T
100s 120s

T
80s

Page 28

(*) Saamer Akhshabi, Lakshmi Anantakrishnan, Ali C Begen, and Constantine Dovrolis. 2012. What happens when HTTP adaptive streaming

players compete for bandwidth? In ACM NOSSDAYV, June 2012.



Existing Solutions

WiFi wireless infrastructure

HTTP server

D WiFi AP

Server/proxy-based solutions
(throttling or bitrate control)

Client-based solutions
(improving players’
adaptation algorithm)

Cell tower

Edge-based solutions
(traffic management and control)
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Issues with existing Solutions

* Existing solutions are either:

1. Not effective, since they can not:
e Address the main performance issues.

* Comply with network policies.
Invasive: Players have to follow specific adaptation logic.
Not generic: Specific for HAS.

Costly: Require large and special-purpose network infrastructure.

A

Infeasible (in practice):
* Requires CDN edge server changes.

* Require player feedback and interactions.
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Our Solution: FlexStream

* SDN-based framework that leverages:

— Centralized/edge component:

* Enables global view of network condition.
» Context-aware through end device feedback.

» Specifies a policy controlling resource allocation, using an optimization function.

— Distributed SDN component:

* Monitors and reports various context information.
* Implements network policies.

* Offloads fine-grained functionality to the end device.
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FlexStream Benefits

Offloads intrusive or resource-demanding tasks from the network to end devices.

Allows for fine-grained and intelligent management of bandwidth based on real
time context awareness and specified policy.

Flexible implementation of network policies.

Improves video QoE:
— Reduces quality switching by 81%, stalls by 92%, and startup delay by 44%.

Offers universal approach to work across network technologies, WiF1 and cellular.

Has no dependency on the internal network support.
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FlexStream — Overview

@ Data Collection

Flow statistics (OVS), device context, user context

— T
4 Video meta-data, device context
f - TS T T TS T T 1
1 ! .
: User » Device Control Channel
! Preferences ||* Agent

Policy rules

Policy Implementation
Fine-grained control over data flows

Video Player

Video traffic

Data Channel

©

Control & Management

Resource allocation, admin polices

FlexStream Contr

Media server
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FlexStream — Architecture

* FlexStream Controller
—Network Monitor Module: monitor the network condition through end-devices feedback.
—Optimization function: Allocating Bandwidth to players according to optimization policy.
* Device Agent End Device § comercaapoees | FlexStream Controller

—QoE Monitor: reports any major drop in the QoE Monitor Policy Engine | Network | o,
throughput that would directly impact the QoE 3 ¥ 8
to the Global controller. T Momtorl Rate Handlerl —— S

. . . ptimization oy 4 £
—Context Monitor: Monitor and report device : HTTE Module — [«> %l 1~
and user context. Bitrate Estimator| ~_nspecter Policy Manager 3
. . ‘|k Device Agent <
—Rate Handler: periodically measures the RTT L ocal ontroller |
. HAS Cli i —
value to the media server, calculate TCP e - Media Server
receiving window and send it to the SDN local TcPIP HTTP Server |
controller. _'_I 1 T
netstat Iaensol' —|—I Prehsneezg{gtion
* Local Controller and Data Planes (OVS) | [_'o9_||Manager agisc | Descrption
. .. . Media Segments
—Collecting statistics from current video streams| «emel space WiFi/LTE Driver | 5 —
T D xisting Modules

—Forcing the optimization policy received from [ FlexstreamModules

global controller.
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FlexStream — Context-Awareness

* Supports various management policies @

based on the different contexts for:

— Fair and balanced watching experience. Context

Factors
— Maximizing videos bitrates.
— Better bandwidth utilization.

E’*nm

Screen Size Surrounding Luminance
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FlexStream Controller — Optimization

Module
Optimization Problem
N K;
Z Z(Hu — pdij)xij
i=1 j=
N K,
subject to Z Z(E?‘;‘j)xij <B
i=1 j=1
K;
foj =1 xijj€0,1Vi
Jj=1

Utility Function

i
ujj = I_I Pi1- log(rij)
I=1

Penalty Function

f.
rij = riclsi + (m—=[Z1). t <{trhresh
|rI_,i Fic|Si. I 2 tthresh
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Evaluation

Quality Metrics: Stability, fairness, stalls, and startup latency.

Scenarios: Static Bandwidth and Dynamic Bandwidth

Experiments
* Basic: 3 real players in a real network.

* Extended: 12 emulated players & server, real network.

Context: User priority, screen size, link condition, background traffic, and
surrounding luminance.

Overheads: Computation and bandwidth.
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Setup for Basic Experiments

OVS (v1.9)
OpenFlow (v1.2)
OVS-
VSCTL(v1.9)
OVS-
OFCTL(v1.9)
GPAC(v0.6.2-
DEV)
Device Agent

_“

?0 «;m., ;

Encoded Frame size

Frame Rate

Approx Bitrate

512x288
704x396

806x504
Nexus 7 (7) 1280x720

25
25
25
25

449kbps
843kbps
1416kbps
2656kbps

Cell tower

2 ()

Nexus 4 (4.8”)

U

WiFi AP (Ubuntu 12.04)

--_Fa

FlexStream controller
(Ubuntu 14.04)

FEssiyy

Public HTTP server

Media stream

Proxy server (Squid v3.1)
TC Linux to limit data rate
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Dummy video segments equivalent in size

and distribution to those used in the basic Global controller

experiment (Ubuntu 14.04)
Encoded Frame size | Frame Rate | Appros Bitrate -
512x288 25 449kbps
704x396 25 843kbps ,
OVS (v1.9) Nexus 7 (7”) 1%98()(3\;702% g; éiéﬁiﬁﬁi =2
OpenFlow (v1.2) Cell tower Server Emulator
OVS- Public HTTP -Server
VSCTL(v1.9) D
OVS-
OFCTL(v1.9) Nexus4 (4.8”)
GPA:G(—\LOré.—z-— D Media stream
BEV) WiFi AP (Ubuntu 12.04)

Revice Agent - / | Proxy server (Squid v3.1)
CLi 4
Player emulator - = TC Linux to limit data rate
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Basic Experiments

Kbps with an increase of 1500 Kbps.

Average bitrate switches per device Balanced QoE for phones and tablet

80 2000
B No control M FlexStream

60

‘L L1
20

- | o m

Phonel Phone2 Tablet

B No control M FlexStream

0

Phones Tablet

Number of switches
Bitrate (Kbps)
S g
o o
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Basic Experiments

6000 ——
- Throughput
e >000 i i —— Requested bitrate
FlexStream ability to 4000 . o
v W o Phone-high prigrity
id EP— £3000 -:#“x!"\w proman YT PRemTTEemTIEET WIS SEN et
consider user priority £ .
d . 2000 W __________________ Tablet-regular priority
and screen size 1000 —
o Phone-regular priority
0 100 200 300 400 500

Time (seconds)

Impact of background traffic on stability with no control

12000 12000
Background traffic

3000 Background:g 8000
3 : 8_
© 6000 & 6000 o
X~ = i

4000 : 4000 ;

2000 T 2000 j }

/ / L No Control o FlexStream
0
0 100 200 300 400 500 (0] 100 200 300 400 500

Time (seconds) Time (seconds)
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Basic Experiments — Cellular

Instability and
unfairness with no
control

Improved stability
and fairness with
FlexStream

12000
10000
8000
36000
b4
4000
2000
0

8000

6000

Kbps

4000

2000

----- Throughput
——Requested bitrate

/\J\_ﬁ/}/\ﬁ/ﬂ 18, Iy

100 200 300 400 500
Time (seconds)

. T Throughput ’__f,‘,-«"': .
'1_, w4t ——Requested bitrate i [EVOR
' l\: Yy S _""‘\:" ‘“‘l' "‘l AN, AoVt
[\ /] AN LY
0 100 200 300 400 500

Time (seconds)

42

Total
throughput
measured by
all video
players
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Extended Experiments

= N w
o o o

o

Number of switches

16

Seconds

o ~ o

B No control B FlexStream

III Il
13 16 19

AP capacity (Mbps)

Amqels

B No control M FlexStream

|| Il |I h
7 10 13 16 1

AP capacity (Mbps)

9

Aepq dmyaeyg

150

Seconds

0.9

JFI

0.

00

0.7

7

7 10 13 16 19

AP capacity (Mbps)

10

AP capacity (Mbps)

13

B No control

B No control

B FlexStream

16

B FlexStream

19

=
=~ £
O o
S =
e
=
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FlexStream Overheads

* GPAC player streams 1.4 Mbps video while DA is running in the background:

— CPU utilization Overhead?
e The CPU usage is around 1%
— Bandwidth Overhead?

* The total number of bytes sent and received while streaming the whole video is
measured with and without enabling FlexStream.

 FlexStream feedback and control messages found to incur less than 0.00004% of
the total bandwidth needed to stream the whole video.
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PrivacyGuard:ilowards Flexible Edge Privacy Framework
ror/lolfandiMobile’Applications
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Introduction

* Mobile devices mostly use WiFi networks as the prominent network 1nte ’

to the Internet

*  Wi-Fi networks are expected to carry almost 60% of smartphone and tablet data
traffic by 2019

* Even with Wi-Fi encryption, statistical analysis of side-channel information

of WLANSs traffic could infer several user-related information
* The traffic analysis of major commercial IoT devices 1s found vulnerable to
activity inference such as user presence, device interaction and appliance usage

* Figure shows example of traffic of = woy— e
four IoT devices in which different 1| % I I p’h \“ 4 lﬁ m'
IoT devices could be uniquely fw) || | ‘” "I'PJ il MM
distinguished Thbkdetaed L J‘\\‘d“‘f! M/M

0.0 05 10 13 0.0 10 13
Time (sec) Time (sec)

(a) (b) Page 46



Existing Solution for Sensitive Apps

Mainly focus on device/app data control and protection
- Samsung KNOX, Android for Work
- Mobile Device Management

Existing solution require infrastructure supports
- Don't support dynamic of mobile devices

Coarse-grained security policies
- Application-aware or context-aware security policy is not possible

User's are not in control of their traffic
- No flexible and user-friendly tools to meet their requirement
- Not transparent to the application

Limited work on addressing the eavesdropping attack
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Traffic Obfuscation

\\\\\\
\\\\\\\\

The most popular techniques are based on traffic shaping like traffic padding,
faking superfluous packet and chopping packets into fixed size segments, and
traffic morphing.

The performance of these traffic shaping techniques in terms of efficiency and
overhead varies depending on their configuration parameters.

— For example, the efficiency of the traffic padding approach in obfuscating the traffic
signature increases with the percentage of traffic packets to be padded.

— However, this higher efficiency comes with higher overhead in terms of network
bandwidth and power consumption since more bits are transmitted.
Therefore, the configuration of these approaches should be flexible in adapting to
the different context of the user needs, device characteristics, application
requirements, and network conditions.
— In addition, the approach need to be transparent (i.e., application independent).
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PrivacyGuard

* Flexible in applying different privacy preserving schemes to different applications
and flows within applications.

— Ex: Dropbox generates two flows for uploading/downloading a file, where in one direction data
packets uses maximum possible size, while the other direction contains just identical TCP ACK
frames.

e Support programmable APIs to dynamically define and configure different schemes

* Adapt to applications, users, devices, and network conditions and characteristics
(context) in selecting in real-time the optimum scheme for individual applications/
flows

e Seamlessly support any application without requiring any modification on either
client or server-side of the application.
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PrivacyGuard - Schemes and Contexts

e Traffic shaping schemes

— Packet padding
* Packet padding probability (p).
* Padding size distribution (e.g., Gaussian, Poisson)

— Packet delay

 Inter-packet transmission distribution (i.e., Gaussian)

— VPN for unencrypted traffics

* Context Information
— Application: sensitivity level, real-time, ...
— User: location, time, ...
— Device: battery level, computing power, ...
— Network: public, load, ...
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PrivacyGuard — Operation

Mobile Devices

Sensitive apps non-sensitive apps

SONN <1

I

PrivacyGuard
(Client Agent
=

T

Wi-Fi AP / Proxy Server

‘ (unencrypted WI-F1i)

PrivacyGuard
(Infrastructure Agent)

Regular communication

Secure traffic shaping communication
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PrivacyGuard — Architecture

Client Agent / Infrastructure Agent

IKEv2 PrivacyGuard Controller: Convert
User app / . Daemon

Policy Controller application-aware policies to the flow-level

T olicies.
T | S— | P
t PrivacyGuard OVS user-space: Set traffic
shaping policies for the new network flows.
A A PrivacyGuard kernel-space
. | PSec \IP/Routing . . .
- portinternal [ [HEE Applying traffic shaping policy before the IPsec
iy ephe £ - Randomize traffic shaping policies uses IP
: OVS Datapath | & option header.
------------------- - Many routers block packet with unknown
NIC Drive [P option header.
<= Network flows - IPsec tunneling will hide the IP option
<—— Control communication header
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PrivacyGuard — Flow Policy Table

Policy #1

ID: srcIP=’A’, srcPort=’i’, dstIP=’B’, dstPort=’j’

CONTEXT: Location=’Home’ AND Time=[10PM-12AM]

ACTION: Padding=’Normal:p=400,0=100, p=1.0’
Policy #2

ID: srcIP=’A’, srcPort=’k’, dstIP=’B’, dstPort=’1’

CONTEXT: Battery=High II Location=HotSpot

ACTION: Padding=’Normal:u=400,0=100, p=1.0",

Delay=’Uniform:min=0,maxr=20ms’, IPSec

Policy #3

ID: srcIP=’C’, srcPort=’m’, dstIP=’D’, dstPort=’n’

CONTEXT: Battery=Low OR WiFi Load=High

ACTION: Padding=’Normal:u=400,0=100, p=0.6"
Policy #4

ID: srcIP=’C’, srcPortF’m’, dstIP=’D’, dstPort=’n’

CONTEXT: Battery=High OR WiFi Load=Low

ACTION: Padding=’Normal:pu=400,0=100, p=1.0’
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Evaluation

* Configuration: Nexus 4 with Android 4.4 (client), Linux based laptop
(AP), Eight commercially available IoT devices using the client as a
gateway.

* Traffic shaping schemes: Norm Pad, Norm Pad Delay, Max Pad Delay
e Metrics: accuracy, precision, network overhead, energy overhead
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Accuracy (%)
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Fig. 6: The accuracy of Norm_Pad scheme for
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Fig. 8: The accuracy of Max_Pad_Delay
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7. The accuracy of Norm_Pad_Delay
scheme for different applications and p.
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Fig. 9: The precision of Max_Pad_Delay
scheme for different applications and p.
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Energy Overhead

Fig. 10: The power consumption overhead of
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Fig. 11: The network bandwidth overhead of
Max_Pad_Delay scheme.
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Overhead of the Framework
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Fig. 12: Kernel-space and User-space CPU usage distribution of
running PrivacyGuard.
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